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This paper presents a neural-networks-based disturbance rejection adaptive scheme for dealing with repeatable and nonrepeatable
runout simultaneously. The effectiveness of this method is demonstrated empirically on a commercial hard disk drive where the adap-
tive disturbance rejector is added to a baseline linear time-invariant (LTI) controller. The adaptive scheme can be broken into two
subsystems: one subsystem is designed to suppress the repeatable runout (RRO) and the other to attenuate the residual disturbance and
nonrepeatable runout (NRROQ) by the use of radial basis functions. Two different methods for RRO suppression are employed in conjunc-
tion with the neural-networks-based NRRO rejector. The first one is an adaptive feedforward disturbance rejection scheme. The second
is a repetitive controller. In both cases the neural modeled disturbance rejector is adapted online further increasing the track-following
performance by as much as 6.4 %. Experimental results of the schemes at various locations of the hard drive are included to demonstrate
the general applicability of the approach on commercial drives. The total reduction of the error during track-following is measured to

be as much as 25.4% respect to the baseline LTI controller.

Index Terms—Adaptive disturbance rejection, hard disk drive, neural networks, real-time adaptive control.

1. INTRODUCTION

ARD DISK DRIVES (HDD) are a form of data storage
H that are present in just about every computer system.
As the storage capacity grows so does the track density which
puts tighter constraints on the servo control system. With tracks
placed closer together in the radial direction there is a need
to increase the positioning accuracy. There has been a large
amount of research activity into two types of control problems:
track-seeking and track-following [1]. The former deals with
motion control of the head between tracks, and the latter with
maintaining the head on the center of the HDD track. This
paper deals with track-following which can be formulated as
a disturbance rejection problem [2]-[4]. The disturbance can
be separated into repeatable runout (RRO) and nonrepeatable
runout (NRRO). The RRO is produced by imperfections and
eccentricities on the tracks, while NRRO is produced by ag-
gregated effects of disk drive vibrations, imperfections in the
ball-bearings, and electrical noise. Research has been con-
ducted over the years to cancel the effects of these disturbances
and acquire better track following capabilities [2]-[12].

It has been shown that the RRO can be suppressed with adap-
tive feedforward methods [6], [13], and by repetitive control [7].
Both of these methods use the existing knowledge of the fre-
quencies at which the RRO disturbance occurs to suppress its
effect and obtain better tracking. The feedforward method em-
ploys the injection of the negative of an estimated sinusoidal
disturbance model. The amplitude and phase of the sinusoidal
disturbance are estimated online through a gradient update algo-
rithm. An internal model is used to synthesize a linear time in-
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variant controller that rejects sinusoidal disturbances of known
frequencies in the repetitive control method.

The contribution of this paper is the experimental veri-
fication of a scheme that makes use of either the adaptive
feedforward disturbance rejection scheme or the repetitive
controller to eliminate the RRO in combination with another
adaptive neural disturbance rejection scheme that focuses on
reducing the tracking error even further. There has been work
done in using neural networks for feedforward disturbance
rejection [14]-[16]. Rejection of the disturbance torque for
missile seekers using neural networks is presented in [14]. A
multilayer neural network uses the measurable load disturbance
to cancel to cancel the degrading effects through a feedforward
controller. The conventional HDD does not have the luxury
of extra sensors for the disturbance, so the only possible input
to a neural network is the position error signal. In [15], a
general approach with simulations show the benefit of adapting
a dynamic neural network to cancel an unknown disturbance.
Here, the idea of passing the disturbance estimate through
an estimated plant inverse is used. The methods proposed in
[16] use multilayer neutral networks to model disturbances as
outputs of dynamical systems and then expands the plant model
to try to reduce the adverse effects.

Radial basis functions (RBF) have been used to model sea-
clutter noise in radar applications [17]. The approach uses RBFs
to remove the noise from radar signal data, since the clutter noise
has been shown to be chaotic, thus providing the ability to de-
tect small targets in the clutter. Training data is used to adapt
the neural parameters before being implemented on actual test
data. A similar approach was taken here except we add an extra
term in the neural model to account for extra delays and there is
no training set of data; the adaptive neural disturbance rejector
is both adapted and implemented in real-time. Also the adapta-
tion of the neural parameters uses a deadzone modification not
present in [17], which allows adaptation to cease once the per-
formance begins to degrade. The neural modeled disturbance re-
jection is added to either RRO rejection scheme to obtain better

0018-9464/$25.00 © 2009 IEEE
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Fig. 1. Schematic idealization of the hard disk drive (HDD) system.

performance than the RRO scheme alone. This increase in per-
formance is due to the ability of the adaptive neural network to
provide a model for a dynamic nonlinear disturbance which is
the residual from the RRO rejection schemes.

The paper is organized as follows. In Section II the ex-
periment and real-time implementation issues are explained.
Section III describes the baseline control to which the distur-
bance rejection schemes are added. These adaptive feedfoward
disturbance rejectors are explained in Section IV. Section V
presents experimental results and conclusions are drawn in
Section VL

II. DESCRIPTION OF THE EXPERIMENT

A HDD is a mechatronic device that uses rotating platters to
store data. Information is recorded on, and read from concentric
cylinders or tracks by read-write magnetic transducers called
heads, that fly over the magnetic surfaces of the HDD platters.
The position of the heads over the platters is changed by an
actuator that consists of a coil attached to a link, which pivots
about a ball bearing. This actuator connects to the head by a
steel leaf called a suspension [18], [19]. This description of the
HDD is shown in Fig. 1.

The control objective is to position the center of the head
over the center of a data track. Thus, the typical measure of
HDD tracking performance is the deviation of the center of the
head from the center of a given track, which is often called track
misregistration (TMR) [19]. There exist many indexes used to
quantify TMR. Here we adopt

TMR = 30 (1

where o is the empirical standard deviation (STD) of the control
error signal. It is common to express 3o as a percentage of the
track pitch [4], [19], which must be less than 10% in order to
be considered acceptable. TMR values larger than this figure
will produce excessive errors during the reading and recording
processes.

The experiment was performed with a two-platter (10
GB/platter), 4-head, 7200 rpm, commercial HDD, and a Math-
works® xPC Target system for control. The sample-hold rate
of 9.36 KHz, used for communication, control and filtering, is
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Fig. 2. Diagram of the experiment.

internally determined by the HDD and transmitted through a
clock signal to the target PC used for control. Both systems must
operate in a synchronized manner, as shown in the diagram of
the experiment (Fig. 2).

The position of a given HDD head is digitally transmitted by
the use of two signals. The first conveys the track number (TN)
over where the head is positioned. The second is the position
error signal (PES), which conveys the position of the head on
the track pitch. Thus, the measured position ¥ is a function of
both the TN and PES signals.

The loop is closed when the digital controller outputs the se-
quence z which is converted into an analog signal to command
the HDD actuator. At this stage, we pose the control problem in
the discrete-time domain, defining the mapping from x to ¥ as
the open-loop plant P.

III. BASELINE CONTROL

The work in this paper utilizes controllers that were previ-
ously developed and implemented in [3] as baseline controllers
for adding the disturbance rejection schemes. This includes a
simple LTI controller and a controller which is tuned using the
inverse QR-RLS algorithm, both will be described briefly.

A. Controller Design

An open-loop model of the HDD, P, is first found by the
method described in [3]. A simple LTI feedback controller C'
shown in Fig. 3 was designed using discrete-time domain clas-
sical techniques. It consists of a digital integrator and a dig-
ital notch filter. The integrator gain and notch parameters were
tuned to maximize the output-disturbance rejection bandwidth.

The controller tuned with the inverse QR-RLS is developed
using a model of the closed-loop plant G; shown in Fig. 3. An
identified model of this closed-loop plant, G4, is found using
the n4sid algorithm and truncated to a 4th-order model. Now the
control objective is to minimize the RMS value of the position
error. The control problem is posed as a least squares problem
and solved using the inverse QR-RLS algorithm in [20]. The al-
gorithm is allowed to converge to steady-state and the controller
is denoted as U(z) in Fig. 3.
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Fig. 3. Block diagram of the control system. P(z) = open-loop plant; C(z) =
simple LTI controller; U(z) = converged inverse QR-RLS controller; y =
position of the head; dy = aggregate disturbance; y,o = position reference;
¢ = PES; u = control signal; G1(z) = closed-loop plant with C'(z); G(z) =
closed-loop plant with C'(z) and U(z).

d
Ny

Fig. 4. Block diagram of the system used for disturbance rejection. G(z) =
closed-loop system with baseline controllers; d = disturbance; v = control
signal.
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Fig. 5. Bode plot of identified close-loop system G.

B. Closed-Loop Model

The baseline LTI and inverse QR-RLS controllers are placed
in the loop with the HDD dynamics and a closed-loop model
from u to g is formed, denoted as GG. The new system diagram is
shown in Fig. 4, the output y of this system is the PES, which is
the same as y in Fig. 3 since ¥, is constant. An identified model
of this system, G, is again found by the n4sid algorithm and
truncated to a 10th-order model. The bode plot of the identified
G is seen in Fig. 5. This is the system that will be used for
disturbance rejection throughout the rest of this paper.
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IV. DISTURBANCE REJECTION

The goal of the disturbance rejection schemes that will be
added to the baseline control, explained above, is to reduce the
PES which is y in Fig. 4. This will be done in two parts. First,
the RRO will be suppressed with either the adaptive feedfor-
ward scheme demonstrated in [6] or a repetitive controller sim-
ilar to the one demonstrated in [7]. Once the repeatable runout
disturbance rejection is applied there is still disturbance that cre-
ates nonperfect tracking. The second part of the disturbance re-
jection scheme models the remaining disturbance using neural
techniques and is adaptively updated online. This technique was
demonstrated in [21].

A. Adaptive Feed Forward RRO Disturbance Rejection

This RRO disturbance rejection scheme will be injecting a
negative of the estimated disturbance into the system and has
proven experimental results as shown in [6], [13]. This paper
makes no modification to the algorithm other than applying it to
a large number of frequencies. The repeatable runout (RRO) dis-
turbance occurs at frequencies 120m Hz where m = 1,2, ..., n
due to the 7200 rpm speed of the disk. A control input is de-
signed such that it will adaptively cancel this disturbance. The
disturbance, d(k) = drro(k) can be modeled as

” . [ 2mik 2mik
drro(k) = ; a; (k) sin (va> + b;(k) cos <va>

©))

where 7 is the index for the harmonic and NV, is the number of
samples per revolution.
If the system is modeled as in Fig. 4 then the output is

y(k) = Glu(k)] + drro(k). 3)

To cancel the disturbance the control signal should be u(k) =
—G~Ydrro(k)]. The identified inverse, G, will have an ef-
fect on the magnitude and phase of the disturbance estimate,
JRRo(k). Since the magnitude and phase of the sinusoidal dis-
turbance is being estimated, the system inverse can be ignored
and the new control signal becomes u(k) = —drro(k). The
disturbance estimate is

drmo(k) = 3 (k) sin (%”k ) + bi(k) cos (%”k ) .

rev rev

i=1
(4)
The update equations for the estimated parameters are
2mki
ai(k) = ai(k — 1) + viy(k — 1) sin ( L qﬁi) )
- - 27k
bi(k) = bi(k — 1) + viy(k — 1) cos < L ¢>i> )

where the «; are adaptation gains, chosen differently for each
harmonic. A phase advance modification is added to reduce the
sensitivity and allow for more harmonics to be canceled as was
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done previously in [6]. The ¢; = /G (jw;) and w; is the angular
frequency of the +th harmonic.

It was shown previously in [13] that the adaptive feed forward
disturbance rejection scheme has an LTI equivalent representa-
tion. By treating this RRO rejection scheme as LTI, the sensi-
tivity function Sc— 7 tpro = [1+ P(C'—U —Ugrro)] ™" from
d, to y can be computed. Also, the shape of Ne_v_vppno =
P(C -U- URRO)[l + P(C -U-— URRo)]_l from yef to y is
computed, where Urgo is the LTI representation for the com-
plete adaptive feedforward scheme with n = 33 harmonics. Es-
timates for both transfer functions, denoted with e, are shown
in red in Figs. 6 and 7 respectively. The attenuation at the RRO
harmonic frequencies is very pronounced as is some amplifi-
cation in the low frequency region. However the experimental
results will show that this amplification is in fact an attenuation,
contrary to what the sensitivity plot shows.

B. Repetitive Control

Two prominent methods for dealing with RRO disturbances
have been described in the literature. One is the adaptive feed-
forward rejection method described in the previous subsection.
Another one is repetitive control, which uses the concept of in-
ternal model in [22] for synthesizing linear time invariant (LTT)
controllers. In this paper, we employ a repetitive control scheme
presented in [7], which has been demonstrated to be suitable for
integrating repetitive and adaptive elements simultaneously.

The design is carried out as follows. First, we consider G
to be stable and that G = G, and we represent the aggre-
gated effects of all the disturbances acting on the system by the
output disturbance d, i.e., d = [I + P(C — U)]~tdy. This is
illustrated in Fig. 4. Then we choose the internal model D =
1 —q(z,271)2~", where q is a zero-phase low-pass filter and
N is the period of the periodical disturbance to be attenuated.
Notice that the operator ¢ allows us some flexibility over the
frequency range of disturbances to be canceled while main-
taining stability. The filter D has a combed shape with notches
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matching the frequencies of the periodic disturbance signals.
Thus, ideally we would like to search for a filter K that makes
the frequency response of the LTI system 1 — K G close to zero
at the same periodic frequencies. This is achievable by solving
the Bézout identity

RD+KG=1, 7

where R and K are the unknowns.

For (7) the existence of stable solutions for R and K will be
assured if the numerators and denominators of G and D can be
arranged to have a polynomial Diophantine equation satisfying
the coprimeness condition in [23]. Furthermore, (7) character-
izes a whole family of stabilizing internal model type repetitive
controllers, because the system 1 — G Ko is stable as long as
G and Ko remain stable. Following the general guidelines in
[24] and [25] a particular solution is presented here. The method
starts by separating G into its minimum and nonminimum phase
parts G, and G}, respectively. Thus,

B BtB-
=2 a "G
Bt
= — ;= B™.
Go=— Gi ®)

Where BT and B~ are the cancelable and uncancelable parts
of the numerator B of (G. Now, substituting (8) into (7) we can
write

RD+K'Gi=1, K =KG,. )

Among the infinity many solutions to (9) it is verifiable by
simple algebraic manipulations that one of the solutions is
given by

1
1—(1-9G:G)gz—N’
K, =qvGiz “R,, K,=K,G,"

R, =

(10)
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Here, G} is defined as G}(z~!) = G;(z), and 7y as a positive
real number.

At this point, questions on the causality and the stability of
the controller K, arise. The zero-phase filter ¢ is noncausal and
the plants GG; and G might not be causal as well. Nonetheless,
the causality of K, is guaranteed for a sufficiently large IV, since
z~Nisafactor of both (1—yG}G;)qz~" and v¢G; 2= . Also,
it is verifiable, by the use of the small gain theorem [26] that
the stability of K, and the stability of R, are ensured by the
sufficient condition

1
la(e®)I”

In (11), the real number « can be thought of as a stability and
performance tuning parameter. Fig. 8 shows the fulfilment of
the condition (11) and the achievable performances for three
different values of y: 4.5 x 1077,1.5 x 1075 and 5.0 x 1076,
Clearly, when considering the three cases in Fig. 8, there exists a
trade-off between performance and stability robustness. For ex-
ample, for the case 7 = 5.0 x 1076 the condition (11) is amply
satisfied, however, there exists a noticeable internotch amplifi-
cation in the sensitivity function 1 — G Ko, from d to y, shown
on the bottom of Fig. 8. On the other hand, the converse is true
for the case v = 4.5 x 1077, i.e., the internotch amplification
is almost unnoticeable and the condition (11) is satisfied with
a smaller amplitude. It is important to remark that there is no
a linear relation between the magnitude of y and performance
or stability robustness and that the purpose of Fig. 8 is simply
exemplify that y can be thought of as a tuning parameter. Here,
we choose v = 4.5 x 10~7 because this value is a good com-
promise.

The bottom plot in Fig. 8 shows the feedforward 1 — GK,,
which is the sensitivity function from d to y. However, what
is more interesting at this point is the shape of the overall sen-
sitivity function Sc_y—_py.e = [1 + P(C — U — Urgp)] ™!
from d, to y, and also the shape of No_vy_vger = P(C —

|1 — G ()G < Voelo,n]. (11)
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Fig.9. Bode plots for the computed output sensitivity transfer functionsﬁ c=
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U — UREP)[l + P(C - U — UREP)]_l from Yref 1O VY, with
Urep = —K,(1 — K,G)™! (recall that d,, is the original open-
loop output disturbance and ¢ is the reference signal). Es-
timates for both transfer functions, denoted with a hat ", are
shown in red in Figs. 9 and 10, respectively. Notice that this
internal-model-based controller is not only able to create deep
notches but also to improve the rejection over low frequencies
at the expense of some amplification on internotch regions that
can be attenuated using the neural-networks method.

C. Neural Modeled Disturbance Rejection

In the above sections, there have been several controllers
developed. Initially there is a simple LTI controller designed
to stabilize the HDD, then a controller tuned with the inverse
QR-RLS is added to achieve better tracking performance. This
control scheme can be yet improved using available informa-
tion of the frequency of the RRO disturbance. Using this a
priori knowledge the adaptive feedforward RRO disturbance
rejection scheme and the repetitive controller are designed.
With the RRO eliminated there still exists a disturbance that
is nonlinear and dynamic. A neural model of this dynamic
nonlinear disturbance is then created to reduce the tracking
error even further. The new disturbance is modeled as

d(k) = drro(k) + dnn (k). (12)
So the system output now becomes
y(k) = Glu(k)] + drro(k) + dxn (k). (13)

The neural modeled disturbance rejector assumes that the
disturbance from the RRO, drro (k) is suppressed with either
the adaptive feedfoward rejection of repetitive controller. This
means the only disturbance of concern at this point is the
dxn (k). To cancel the disturbance the control signal should
be u(k) = urro(k) — G [dnn(k)], where ugrro(k) is the
input generated by either RRO suppression scheme. Since
the identified model of the HDD is nonminimum phase the
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inverse is unstable. The unstable zero of G is reflected across
the unit circle and the inverse is taken. This new inverse, G~ 1,
is used in the computation of the control signal, making it
u(k) = urro(k) — G~ dxn(k)], and therefore causes an
extra delay that will be dealt with.

The following disturbance rejection scheme uses Gaussian
radial basis functions (RBF) from neural networks to attempt to
model the disturbance. The disturbance estimate takes the form

L M
dxx(k) =D 6gi(k)Rysd(k—6-(g—1)— 1)
g=11i=1
(14)
Ryi=Ui(d(k—6-(¢g—1)—1)) (15)

where R, ; is computed using an RBF and the sth Gaussian RBF
is

(16)

The parameters that specify the shape of the ith Gaussian RBF
are the center ¢; and the width 3. There are a total of M Gaussian
RBFs, and their centers are linearly spaced across the range of
input. The current disturbance estimate, dnx(k), is a function
of L previous disturbances that are spaced ¢ samples apart.

The reason for the spacing ¢ is the delay associated with
passing the disturbance estimate through the system inverse.
One method of coping with the delay would be to estimate
the disturbance at the next sample, and then use this estimate
to create another future estimate, and continue iterating to find
some dxx (k+A) in the future [15]. This method did not work as
the estimation error grew with each future estimate. Instead, the
disturbance is thought of as a function of previous evenly spaced
disturbances. The dyn (k) can be viewed as a future disturbance
estimate when compared to the HDD sample rate. It should be
noted that the algorithm still creates a new disturbance estimate
at every sample of the HDD output.
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Fig. 11. Simple example of how dxn (k) is computed from previous values of
the disturbance. Here 6 = 2 and L = 3.

The model of the disturbance is motivated by the assumption
that the disturbance is a nonlinear function of previous distur-
bance values. The d(k —6-(g—1)— 1) term that is multiplied by
the output of the RBF in (14) is the added term that allows the
model to work for the disturbance in this HDD. This added term
makes the model different from previously used RBF neural pre-
dictors [17], [15]. Now the disturbance can be thought of as an
autoregressive filter with spacing ¢ and nonlinear coefficients
that are modeled with the RBF’s. A simple example with 6 = 2
and L = 3 is shown in Fig. 11 to help view the modeling of the
disturbance. The d(k —6- (¢ —1) — 1) used in the estimate is not
produced by the estimator but rather is a measured disturbance
estimate which can be calculate from an identified model of the
system, G(z), as follows:

d(k —1) = y(k — 1) — Glu(k — 1))]. (17)
The unknown parameters should be updated with the current
modeling error, which is the plant output y(k — 1), and the pa-
rameters that caused that error, d(k — 6q — 1). This leads to the
update equations

6 ,z(k - 1) + a ,1(k) Enew S P - €old
Bu.i(k) = { Gzi ! otherwise (18)
Inn = s
Ryi=Wi(d(k - 6q— 1)) (20)
m?(k) = 14+ my(k) Q1)
ms(k) = boms(k — 1) + d?*(k — 1). (22)
Every N, samples the following are computed
N
Enew = Y _ ¥ (k—n) (23)
n=1
[ €new Enew < €old
Fold = {€o1d otherwise (24)
0 7(k) Enew < €old
r _ ) Y,
Oy = {9{11 otherwise. (25)



2146

The update is an instantaneous gradient algorithm with a couple
robustness modifications. The adaptation, or learning, rate is
InN and is greater than zero. The update term is normalized with
a dynamic term to add robustness, this term is calculated in (22).
The parameter § is chosen between 0 and 1.

The other robustness modification is one that is added to stop
adaptation when the performance starts to degrade. In practice
the estimation error will never become zero and so the param-
eters will continue to update. There will be a point at which
the estimation error is small and on the same level as the noise
and modeling error. Usually, a simple deadzone is added to stop
adaptation when the current error is below some threshold. In
the HDD application the estimation error, which is the HDD
output, is noisy and must be averaged over N, samples. Instead
of averaging, the sum squared error is easier to calculate online
via (23). The adaptation will continue as long as this new sum
squared error, € ey, i less than the old sum squared error, €14,
to within some small range. The p term is selected to be greater
than 1 to allow adaptation even if the sum squared error did not
decrease. This gives some room for noisy measurements and
lets the algorithm continue. If the algorithm is doing a good job
and the new sum squared error is strictly less than the old, the
current §, ;(k)’s are saved and the e,14 is updated. The 6, ;(k)’s
are saved so that when the sum squared error is too large, the al-
gorithm can revert back to the best known parameters.

D. Parameter Tuning for Neural Model

The parameters were first tuned in an offline simulation.
Experimental disturbance data was collected by allowing the
LTI and converged inverse QR-RLS controllers to run and
measuring the PES. This PES data is the disturbance for both
of the adaptive disturbance rejection schemes. The number of
harmonics and adaptive gain for each harmonic of the RRO
rejection scheme were tuned first. This was done through
Monte-Carlo simulations while varying the adaptive gain. The
number of harmonics was simply increased until no perfor-
mance benefit was seen. Once these values were fixed the
parameters of the neural model disturbance rejection could be
tuned. Monte-Carlo simulations were run while varying the
number of basis functions, M, adaptive gain, Ixn, and the
number of past parameters, L.

The N. and p needed to be tuned online once at a single
head/track combination to ensure adaptation stopped at the ap-
propriate time to maximize performance. It should be noted that
each time the algorithm begins .4 is initialized by €,1q = €g,
where ¢ is a design parameter that should be chosen large at
first. This way after the first N, samples €,14 can be updated via
(24).

E. Stability Analysis of Neural Model

The adaptive neural modeled disturbance rejection scheme
can be placed in a form that follows the framework of adaptive
estimators in [27]. Starting with the modeled disturbance

L M
dan (k) =" 07 (k) Ryad(k — 6 (¢ —1)—1) (26)
g=111=1
Ryi=W(d(k—6-(qg—1)—1)) 27
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Fig. 12. Experiment performed on head 0 and track 15 000. Top Plot: PSD with
no adaptive disturbance rejection (C' and U'). Bottom Plot: PSD with adaptive
feedforward RRO disturbance rejection (C, U, and Urro ) and PSD with repet-
itive control (C', U, and Urgp).

and placing it in the form of

2(k) = 0T (k) + n(k) (28)
where
(k) = d(k) (29)
0" =071, 05 a0)" (30)
o(k) = [fra,-- - froou]” (31)
fq,i = Rq,icz(k =0 (q - 1) - 1) (32)

and 7(k) is the modeling error. The estimation model and esti-
mation error are given as

2 =0T (k)o(k) (33)
N 2(k) =2 2(k) = 07 (k)(k)
W="n®m =T W 9

where m(k) is the normalizing signal designed to bound | (k)]
and |n(k)| from above. Only the d(k — 6 - (¢ — 1) — 1) part of
the ¢(k) needs to be bounded by m(k) since the RBF’s, R, ;,
are bounded by definition. Using the gradient law in (18) the
parameters are adaptively updated. As shown in [27] the adap-
tive laws defined above will guarantee that 6, ;(k),e(k) € loo
and e(k),|04.:(k) — 0,.:(k — 1)] € S(go + n2), where 7 is
an upper bound of (|n(k)|/m(k)) < no, and go is bounded by
P €0 = Go = P Eold-

V. EXPERIMENTAL RESULTS

In the experiments described here, the sample-and-hold rate
for control was 9.36 KHz, externally determined by the HDD
clock. The controllers used in this section include the LTI con-
troller, denoted by C'. The U that is used is a 36th-order tuned
inverse QR-RLS, tuned using the head 0 over track 15 000. The
Urro is the adaptive feedforward disturbance rejection scheme
used to cancel » = 33 harmonics and the gains were tuned of-
fline using a previously acquired PES signal. Urgp is the repet-
itive controller which is designed entirely offline as well. Lastly,
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Fig. 13. Experiment performed on head 0 and track 15 000. Top Plot: PSD with
no adaptive disturbance rejection (C' and U'). Bottom Plot: PSD with adaptive
feedforward RRO disturbance rejection (C, U, and Urro ) and PSD with repet-
itive control (C, U, and Ugrgp).
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Fig. 14. Closeup of PSD in Fig. 13. Top Plot: PSD with no adaptive distur-
bance rejection (C' and U'). Bottom Plot: PSD with adaptive feedforward RRO
disturbance rejection (C, U, and Urro) and PSD with repetitive control (C,
L‘T, and L‘TREP).

the Knn, which is the adaptive neural disturbance rejection
scheme with M = 15, L = 9,Ixn = 1, N. = 500,p = 1.5,
and 6 = 2. The a;(k) and b;(k) of the RRO disturbance re-
jector, and the 6, ;(k) of the neural scheme are all initialized to
zero and adapted online.

The adaptive feedforward RRO disturbance rejection scheme
and repetitive controller are first tested in the experiment. Each
RRO rejection scheme was tested with the C' and U controllers
but independently of one another. A 10-s period of HDD PES
was collected using the head 0 over track 15 000 and the PSDs
are calculated. The logarithmic and linear PSDs are shown in
Figs. 12 and 13, respectively. The top plot in each shows the
baseline control with no RRO disturbance rejection, and the
bottom plot is the case when the RRO is eliminated. There are
a couple differences between the two experimental results that
should be pointed out The Urgp appears to have better low

2147

I -40

o

i

3 -60F

=4

[} e

s o= A

Ljs_ 8of{—---GU, UREP

ag; c.u UHEP’ KNN
S -100 ‘o

Power / Frequency (dB / Hz)

° 10" 10° 10

Frequency (Hz)

Fig. 15. Experiment performed on head 0 and track 15000. Top Plot: PSD
with repetitive control and neural modeled disturbance rejection (C, U, Urgp,
and K'xn) and PSD with repetitive control. (C, U, and Urgp ). Bottom Plot:
PSD with adaptive feedforward RRO and neural modeled disturbance rejection
(C, U, Urro, and Knx) and PSD with adaptive feedforward RRO disturbance
rejection (C, U, and Urgro).
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Fig. 16. Time series data from experiment performed on head O and track
15 000. At 5 s, the adaptive disturbance rejection is switched on (C, U, Ugrgro,
and K'nn).

frequency attenuation and this is because the zero frequency
is eliminated in the repetitive controller but not in the Urgro
scheme. Although the zero frequency can also be eliminated
with the Ugrro scheme this will not help our ultimate goal of
improving our TMR metric which is 3o. Also both figures show
that the Urgp has deeper notches at lower frequency than the
Urro, which is true in this design but may not be in general. The
Urro does attenuate the overall disturbance in the frequency
range from 5 to 400 Hz, and not just RRO harmonics like the
Urep. Fig. 14 clearly shows the rejection of the RRO harmonics
at multiples of 120 Hz. Both RRO rejection schemes do a similar
job in this frequency region of canceling the repeatable-runout
but at the same time amplifying the disturbance in between the
harmonics.

Both RRO rejection schemes perform well and some tabu-
lated results are in Fig. 17 and Table I where the 3o value of the
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Fig. 17. 3o value of the position error signal as a percentage of the track width for various head and track locations.

TABLE I
30 VALUE OF THE POSITION ERROR SIGNAL (PES) AS A PERCENTAGE OF THE TRACK WIDTH

Head 0 Head 1

Vrer =10°  yper=1.5-10*  y,r=2-10* | yr=10* y.p=15-10 y,,=2-10*
C and U 5.0641 5.0371 4.6399 5.0905 5.1992 4.5877
C, U, and Uggp 4.3918 4.1531 4.1311 4.2409 4.1162 3.9287
C, U, and Ugro 4.2809 4.0642 3.8694 4.2666 3.9954 3.7213
C, U, Uggp, and Kyy  4.3452 4.0574 4.0770 4.1402 3.9981 3.8746
C, U, Ugro, and Kyy  4.1926 39714 3.8634 3.9930 3.8760 3.6445

PES as a percentage of the track width is calculated for different
heads and tracks of the HDD. In just about every scenario the
adaptive feed forward RRO disturbance rejection scheme out-
performs the repetitive controller, which could be due to the
tuning in this case. However, the neural modeled disturbance
rejection scheme improves the TMR in every case tested and is
able to work in conjunction with either RRO rejection scheme
to make a mean improvement in of 2.3%. The PSD of the neural
scheme in combination with the RRO rejection schemes is dis-
played in Fig. 15, where the low frequency disturbance rejec-
tion from 0-400 Hz is improved in both cases. The impact of
the adaptive schemes is most noticeable in Fig. 16, where the
time series data from the HDD at head 0 and track 15 000 has
been plotted. Initially only the baseline controllers are active and
then at 5 s the adaptive disturbance rejectors, Ugrro and Unn,
are switched on.

The results compiled in Table I come from experiments per-
formed on the same day around the same time. This was done
for comparison purposes, however the different schemes were
run hundreds of times on various days to assure the ability to
work under various conditions. The disturbance was quantita-
tively different during various tests and the improvement from
the RRO schemes varied. However, in all of the tests completed
the neural disturbance rejector was able to improve the perfor-
mance by similar amounts seen in this paper. In all the cases
tested the RRO rejection schemes performed quite well even
though the schemes were tuned on a single track and head com-
bination. Different tracks and heads result in different RRO dis-

turbance spectrums, but the measurable tracking performance
of the schemes presented points to the robustness of the design.

Each of the disturbance rejection schemes possesses imple-
mentation issues. As discussed in [13] the adaptive feedforward
disturbance rejector will in general require more computation
than the repetitive controller. However, in this experiment there
are 66 parameters that are updated online using sine lookup ta-
bles, while the repetitive controller is a filter with 192 internal
states. The repetitive controller requires a mathematical model
of the plant, while the adaptive feedforward method can be im-
plemented with just experimental frequency response data. The
most computation intensive part of this scheme is the neural
modeled disturbance rejector. For this experiment it requires a
model of the plant, a model of stable inverse, and the online up-
dating of 270 neural model parameters. The identified plant and
identified stable inverse both use 10 states and their outputs must
also be computed online. This large amount of computation re-
quired may be too large for production disk drives, where com-
putation and memory budgets are of importance. However, this
is one application of the scheme where the benefit in tracking
to high performance systems can be experimentally verified.
The disturbance rejection scheme can possibly be applied to
other systems where computational power is not of paramount
concern.

VI. CONCLUSION

This paper presented an adaptive disturbance rejection
scheme for a HDD. The RRO of the disturbance is attenuated
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through the use of an adaptive feedforward model or a repetitive
controller and the remaining disturbance is modeled with neural
techniques using radial basis functions. The complete control
scheme was experimentally tested without retuning at various
head and track positions on a HDD to show the improvement in
TMR by as much as 25.4%. However, the addition of the neural
disturbance rejector improved the tracking by as much as 6.4%,
but the performance increase was measurable on all track and
head combinations tested. It is difficult to quantitatively com-
pare the results presented here to other published results since
variations in HDDs and disturbances will have a large impact,
but another adaptive repetitive control scheme was done on
the same HDD and published in [7]. The NRRO suppression
ability of the neural scheme is superior to the adaptive scheme
tested in [7], while both add some complexity in terms of com-
putation. The increase in computation for the neural scheme
results in better performance while remaining implementable
on the experimental setup. Unlike the QR-RLS scheme in [3],
where the order can be increased by 100 resulting in simulated
performance benefits but the computation time required is too
great for the computing power of the experimental setup.

The performance benefit of the neural scheme is clear from
the experimental results provided, but the added complexity
may make implementation on commercial disk drives difficult.
As technology and research improves, this scheme presented
may be simplified and the computations accelerated with new
algorithms. Examples from the past are RLS filters, Kalman
filters, and matrix operations, which have all progressed in
terms of their ability to utilize modern processing power. Fu-
ture research should focus on improving the speed of the neural
algorithm while also expanding the range of applications. The
HDD is one application of the disturbance rejection scheme
that demonstrates the ability to reduce tracking error through
innovative techniques. This scheme can also be applied to
other systems where computational power is not the driving
constraint.
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