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Abstract—This paper presents an investigation of the control
problem of aiming a laser beam under dynamic disturbances,
using light intensity for feedback only. The idea is to steer the
beam with a biaxial microelectromechanical mirror, which is
driven by a control signal generated by processing the beam
intensity sensed by a single photodiode. Since the pointing location
of the beam is assumed to be unavailable for real-time control,
a static nonlinear mapping from the 2-D beam location to the
photodiode sensor measurement output is estimated with the use
of the least-squares algorithm, treating data from a biaxial optical
position sensor as inputs to the static mapping. This formulation
results in a nonlinear Wiener-Hammerstein system composed
of a linear subsystem connected in series to a nonlinear static
output mapping. Conceptually, the controller design problem
is addressed with the integration of an observer and a pair of
linear time-invariant single-input/single-output controllers into
one system. This approach motivates two research questions that
are considered independently in this paper. The first is about the
multiple-experiment observability of the considered nonlinear
optical system. The second is about the search of an heuristic
method, based on the extended Kalman filter (EKF) algorithm,
for estimating the state of the linear subsystem, necessary for
implementing the proposed control approach. Here, we present
a compelling answer for the first question and we propose a
methodology to tackle the second. It is important to state that the
problem considered in this article is very challenging, because the
nonlinear static output map of the system is not one-to-one. In
order to address this issue, we introduce the idea of integrating
stable output disturbance models into the design of the proposed
EKF-based observer. This is the main contribution of the paper,
which could have an impact in the way other nonlinear control
problems are addressed in the future. Evidence of the suitability
of the proposed method is provided through experimental results
from a case relevant to free-space optics for communications and
directed energy applications.

Index Terms—Extended Kalman filter (EKF), Grobner bases,
light-intensity feedback, nonlinear observability, Wiener-Ham-
merstein nonlinear systems.

1. INTRODUCTION

ASER beams are used to transmit information or energy
in a wide range of applications, from laser cutting to
metrology, from laser surgery to communications. Applications
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typically require the beam to aim at a target with a maximum
possible light intensity level, or above a specified threshold
value, traveling through free space, the atmosphere or other
transmissible media, while subjected to disturbances from
multiple sources. In most beam control systems, biaxial sen-
sors, such as, optical position sensors (OPSs), charge-coupled
devices (CCDs), or simple quad-photo detectors, are used to
determine the coordinated location of the beam projection on a
plane, which is fedback into a two-input/two-output controller
(e.g., see [1]-[3] and references therein).

In many applications in which tracking is not attempted be-
cause the use of biaxial coordinate sensors is not convenient due
to cost, space, or other technical reasons, single photodiode sen-
sors are currently being used for purposes other than feedback
control. Thus, the possibility of using single photodiode sensors
for feedback control is of great interest, since this might signif-
icantly increase the overall performance and reliability of some
common optical systems which already contain photodiode sen-
sors. For example, in the area of free-space laser communica-
tions, laser beams are modulated at high frequencies, in order
to encode and transmit data. In those systems, there are optical
links that require specified minimum amounts of laser power at
the receiver’s end, so that, data loss is minimized during the de-
coding process.

A method to approach the problem, based on the notion of
nutation, is presented in [4]. There, a small high-frequency nu-
tation signal is inputted to the system, inducing a known, or es-
timable, additional tracking error, used for determining the spa-
tial position of the laser beam center. If implemented in dis-
crete-time, this method requires extremely high sampling rates.
Another approach, and a matter of further research, is the im-
plementation of some kind of real-time optimization algorithm,
based on methods such as artificial neural networks [5] or ex-
tremum seeking control [6].

A third approach, the one considered here, is the implemen-
tation of an observer-based controller. This idea motivates two
research lines that are explored in this work. The first focuses
on the observability of the nonlinear optical system that re-
sults from replacing the optical position sensor used in [3] by
a single photodiode sensor. Here, it is empirically shown that
the nonlinear system can be represented by a polynomial non-
linear model that falls in the class studied in [7] and [8]. In
this particular case, the whole optical path can be modeled as
a Wiener-Hammerstein system, in which a linear subsystem is
connected in series to a convex static mapping. Based on the
ideas and methods in [8], we argue that the multiple-experiment
observability of the kind of optical systems investigated here can
be determined using the concept of Grobner basis.
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In the second line of research, we empirically perform exper-
iments in the search of a heuristic method for estimating the
state of the linear time-invariant (LTI) subsystem composing
part of the optical nonlinear system. Specifically, we employ an
extended Kalman filter (EKF) [9], [10] to estimate the bidimen-
sional position of the laser beam center on an imaginary plane,
using the intensity measurement obtained from a single photo-
diode sensor. Then, the estimated coordinates are used to gen-
erate a control signal by means of a pair of single-input/single-
output (SISO) LTI controllers. This is reasonable, because the
original control objective is to maximize the light intensity de-
tected by the photodiode sensor, and this objective is equivalent
to positioning the laser beam center at a specific position over an
imaginary coordinated plane where the light intensity is maxi-
mized. It is known that the relationship between position coor-
dinates and intensity can be approximated by quadratic static
functions [4]. It is important to state that since the static convex
mapping is not one-to-one, this is a very challenging estimation
problem.

Here, a static mapping is estimated using the least-squares
algorithm from 450 000 data samples obtained using a biaxial
OPS and the photodiode sensor employed for control. The EKF
is a heuristic solution, and therefore, there is no guarantee of
optimality, or even, functionality. The experimental results pre-
sented here suggest that it is not possible to steer the system
to the desired optimal operation point. However, we show em-
pirically that the laser beam can be steered to suboptimal op-
eration points, improving the overall performance of the op-
tical system significantly, because a noticeable amount of dis-
turbance can be rejected. This could be of great utility in many
applications. For example, in laser communications, the power
at the receiving end of an optical link is required to be above a
specified threshold value in order to maintain the communica-
tion link. Therefore, it is more desirable that the sensor receives
an amount of light above a specified value at each time instant
than it is that the sensor receives a large amount of light at spo-
radic time instants.

The rest of the paper is organized as follows. Sections II de-
scribes the experimental setup and plants involved. Section III
addresses the question of the multiple-experiment observability
of the optical nonlinear open-loop system. Section IV reviews
some fundamental aspects of the EKF. Section V describes the
experimental implementation of the observer in open-loop, i.e.,
the system is excited with white noise and no control signal is
generated using feedback. Section VI describes the proposed
method for designing observer-based controllers and discusses
the implementation of light-intensity feedback control schemes
for laser beam pointing and tracking. Section VII presents ex-
perimental results, and, finally, Section VIII draws some con-
clusions.

Notation

¢ R and N denote the sets of real and natural numbers, re-
spectively.
* K denotes a generic number field.

II. EXPERIMENTAL SETUP AND SYSTEM IDENTIFICATION

A scheme and a photograph of the system considered in this
paper are shown in Figs. 1 and 2, respectively. There, a laser
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Fig. 1. Diagram of the experiment.

beam is generated with a laser source at position ). Immedi-
ately after, the laser beam reflects off the biaxial fast steering
mirror FSM 1 at position (2), then it reflects off the biaxial fast
steering mirror FSM 2 at position (3) and before reaching po-
sitions (@) and (?)it is split using a non-polarizing beam-splitter
cube. At positions (@) and (7), a 2-D OPS and a single photodiode
sensor are located, respectively. FSM 1 and FSM 2 are identical
Texas Instruments (TT) microelectromechanical MEMS mirrors
used in laser communications for commercial and defense appli-
cations, and the OPS is an on-track sensing device. For further
details on the sensor, refer to [2] and [3]. FSM 1 is used for con-
trol actuation and FSM 2 is used for generating jitter, which dis-
turbs the laser beam horizontally and vertically. A second pos-
sible source of jitter is a shaker with vertical motion on which
the control actuator FSM 1 is mounted.

The OPS determines the coordinates of the laser-beam spot
center on the sensor, and then, these measurements, in the form
of voltages, are sent to a computer, labeled as PC 1, used for
control. As described in [2] and papers therein, high perfor-
mance position feedback controllers, based on LTI, adaptive or
other methods, can be designed and implemented using the al-
most-perfect coordinate location information provided by bi-
axial optical position sensors. In this work, OPS measurements
are used for monitoring and identification purposes, but not for
control. Feedback control is performed using the light intensity
measurement generated by the single photodiode sensor at po-
sition (7), only. PC 1 runs the feedback controller that generates
and sends actuator commands to FSM 1, and another computer,
labeled as PC 2, sends disturbance commands to FSM 2 and to
the shaker. The sampling and computing rate, to which the dig-
ital controller and the disturbance generator are run, is 5 KHz.

In the rest of this paper, P is the open-loop LTI transfer
function that maps the two-channel digital control command,
marked by (©) in Fig. 1, to the sampled two-channel posi-
tion sensor output, marked by & in Fig. 1. Thus, P is the
two-input/two-output digital transfer function for FSM 1 with
a variable gain depending on the location of the OPS and the
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Fig. 2. Optical bench with optical path.

laser path length. The output signals from channels 1 and 2
represent horizontal and vertical displacements, respectively, of
the laser-beam spot on the OPS. The input signals to channels
1 and 2 represent commands that drive FSM 1 about its ver-
tical and horizontal axes, respectively. Input-output data from
open-loop experiments showed negligible coupling between
the two channels of P, so henceforth, all discussion assumes
that P has two uncoupled channels, labeled as P; and P»,
respectively. An estimate P of P was identified as in [2] and
[3]. The corresponding Bode plots are shown in Fig. 3.

For purposes of analysis, a classical LTI two-input/two-
output controller K, to be connected to P according to Fig. 4,
is designed as in [3]. The output disturbance d represents the
combined effects of all disturbances acting on the system.
The two-channel sensitivity function, mapping d to z, for the
closed-loop LTT system is

S=(I+PK)" (1)

with

P 0 Ky 0
P‘[o PQ]’ K—[o Kz]' @
-1
An estimate of S, S = (I + PK , is shown in Fig. 3. This
transfer function is important because it establishes fundamental
limits on the performance achievable with the observer-based
controller to be presented in Section VI.

The controller K, directly connected to P as in Fig. 4, is not
used in the experiments studied in this paper. However, both sys-
tems P and K are used in the design of the proposed observer-
based controller, which uses only light intensity for feedback.
The mapping from the two-channel digital control command,
marked by (® in Fig. 1, to the sampled single photodiode sensor
output, marked by (® in Fig. 1, is a two-input/one-output non-
linear dynamical system. This nonlinear system can be thought
of as an LTI plant P connected in series to a static function that
maps the coordinates measured using the OPS to the output from
a single photodiode sensor, in a Wiener-Hammerstein configu-
ration, as depicted in Fig. 5. There, 9(z) is the static map, u
is the input command to FSM 1, y is the output from the LTI
open-loop plant P, the signal d is an output disturbance mod-
eling the total effect of the disturbances generated by FSM 2 and
possibly the shaker, the signal z is the 2-D laser-beam spot po-
sition on the OPS, v is the sensor noise, and ¢ is the photodiode
sensor output, in volts.
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Fig. 3. Left Plot: Bode plots of estimated LTI open-loop plants 13} and Ps.
Right Plot: Bode plots of estimated LTI output sensitivity functions S; = (1 +

PiK)""and 55 = (1 + P,K,)~", where § = [51 0; 0 5‘2]

Fig. 4. Configuration used in the design of the two-input/two-output LTI con-
troller K. P: LTI two-input/two-output open-loop plant; d: output disturbance;
z: 2-D laser beam spot position on the OPS.

Fig. 5. Idealization of the two-input/one-output open-loop nonlinear system
mapping the FSM 1 input commands to the photodiode sensor output. P: LTI
open-loop plant; 1(z): static map; u: input command to FSM 1; y: output from
LTI open-loop plant P; d: output disturbance; z: 2-D laser beam spot position
on the OPS; v: sensor noise; ¢: photodiode sensor output.

Photodiodes are solid-state devices that convert light into
voltage, and therefore, the output from the photodiode sensor
at position (7) is measured in volts. In the operation region,
the photodiode voltage output is approximately linearly re-
lated to light intensity units, with a negative slope. Since this
relation is approximately linear, in this work we ignore the
unit transformation, and therefore, the control implementation
and the data analysis are conducted using units of voltage. It
is important to remark that the reason why photodiodes can
be used to measure light-intensity is that there exists a static
function that relates both variables in an almost linear manner
[11]. We will show in Section VII that a nonlinear quadratic
convex mapping ¢ can be identified using the least-squares
method (see Section VII and Fig. 8 therein). The fact that v
can be modeled as a convex polynomial function depending
on two variables is instrumental in determining the open-loop
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observability of the optical system, and also in designing an
observer for it. These two issues are addressed in the next two
sections.

The decision of using a photodiode as a sensor is a response
to several intellectual questions. We think that this work has im-
mediate application to optical communications and should have
future application to laser surgery. In such applications, sen-
sors are often unavailable for measuring the position of a laser
beam on a remote target or receiver, and only an optical inten-
sity or temperature measurement at a fixed location is available
for feedback control to regulate the position of the laser. Also, in
cases where there exist size and weight constraints, the advan-
tage of using a photodiode instead of a biaxial position sensor
is clear. Typically, a biaxial position sensor is a box with di-
mensions 10 cm x 10 cm x 4 cm, weighting 300 to 400 g. On
the other hand, photodiodes like the one used here have cylin-
drical shapes with radii ranging from 2 to 4 mm, and masses
ranging from 100 to 200 mg, approximately. Notice that no im-
provement in performance should be expected from replacing a
biaxial position sensor by a photodiode.

III. NONLINEAR SYSTEM DYNAMICS AND OBSERVABILITY

A. Polynomials, Ideals, Varieties, and Observability

This paper is fundamentally experimental. However, before
discussing the experimental results in Sections V-VII, we must
address the issue of observability of the nonlinear system dy-
namics. Often in this paper, in order to distinguish from the
system under control, as described in Section VI, we indistinctly
refer to the original nonlinear system dynamics as the nonlinear
open-loop system.

In the literature on nonlinear systems there exist several no-
tions of observability, which are not necessarily equivalent and
from which no methods for designing observers emerge natu-
rally [8]. This is in clear contrast with the linear case, where sev-
eral notions of observability are equivalent and where there exist
well-known methods for designing observers. Furthermore, in
the linear case there have been found connections between the
observability of the open-loop system and the stability of the
closed-loop system under linear quadratic regulation [12], [13],
which has not been established for the general nonlinear case
(71, [8].

In this section, without loss of generality and in order to sim-
plify the algebraic manipulations, we consider the nonlinear
system in Fig. 5 with d(t) = 0, V ¢. The resulting configuration
is referred henceforth as the nonlinear open-loop system, or in-
distinctly as nonlinear dynamics. In this case, the idea is that the
system can be excited by input but not by output disturbances.
We will show in Section VI that, under certain assumptions, the
output signal disturbance d can be modeled as an LTI system,
called disturbance model, excited by white noise. That approach
leads to the formulation of an augmented Wiener-Hammerstein
model capable of modeling the whole optical system in open-
loop. Therefore, the analysis presented in this section can be
easily extended to the augmented open-loop case.

In the optical systems considered here, modeled as Wiener-
Hammerstein configurations, the static convex map is a polyno-
mial depending on two position variables, and therefore, it can
be classified as a polynomial system [8], [14], with the form

z(t+1) = Apx(t) + Bpu(t) (3)
y(t) = [Z;Eg] — Cpa(t) @

d(t) = (y1(t), y2(t)) + v(t) = p1yi(t) + pay(t)
+p12y1 (H)y2(t) + @11 (t) + q2y2(t) + 7 + v(t)
(5)

in which z(¢) € R™= is the system state of the LTI plant P,
u(t) € R? is the input to the LTI system P and to the optical
system as a whole, () € R? is the output from the LTI system
P and the input to the nonlinear static mapping (1, y2) with
parameters p1, p2, P12, ¢1,42, 7, and v(t) € R is sensor noise.
The corresponding state-space matrices of P are formed as

_[Ap, 0 ]
Ap = 0 Ap, |
_[Bp, 0]
Br = | 0 Bp,|
_[Cp 0]
Cr = 0 Cp,|

where {Ap,, Bp,,Cp,} and {Ap,, Bp,,Cp,} are the sets of
matrices of the state-space representations of the open-loop
plants P; and P», respectively. Also, we denote the sequence
of inputs from O to t — 1 as Uy = {u(0),u(1),...,u(t —1)}.
For this system we consider the following definition of observ-
ability.

Definition 1 (Observability): The system defined by (3)—(5)
is observable if for each pair of initial states £& # 7, there ex-
ists a number N € N and an input sequence Uy which yields
¢(N7 f? UN) 7é ¢(N , UN)'

Notice that Uy is not defined and that Definition 1 assumes
N > 0. This is because for the system given by (3)-(5), an
observability condition like the one in Definition 1 could never
be satisfied at time 0. This follows from the fact that ¢(¢) is a
scalar depending on a 2 X 1 vector.

As mentioned before, there are several definitions of observ-
ability when addressing nonlinear systems. The definition given
above is taken from [8] in which it is referred to as multiple
experiment observability. In [7], the notion of observability in
Definition 1 is referred to as finite observability. There, a system
is defined as observable, in the standard multiple-experiment
sense, when any two initial states can be distinguished by some
input/output experiment. In general, the difference between both
definitions is subtle but important. Fortunately, also in [7], it is
shown that for polynomial systems, both notions are equivalent.
Furthermore, there, it is shown that observability, in the standard
multiple-experiment sense, implies final-state determinability,
which is understood as the existence of an input sequence which
permits the determination of the system state resulting after this
input is applied to the system.

The notion of observability in Definition 1 is deterministic
and, as mentioned before, no method emerges naturally from it
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for designing observers. However, as argued in [7], the cases in
which it is known how to design observers in a stochastic set-
ting, for deterministic systems, strongly suggest that estimation
is feasible only when the systems involved satisfy fundamental
and general notions of observability. This is relevant because, at
an intuitive level, a connection, between standard multiple-ex-
periment observability and the heuristic method employed in the
experiments described in this paper, can be argued. The develop-
ment and analysis of rigorous methods, for designing observers
for the class of system considered here, is a matter of further
research.

With the previous ideas in mind, we describe a method for
evaluating the observability of systems with the form given by
(3)—(5), according to Definition 1. In order to achieve this ob-
jective, first we define some fundamental concepts on polyno-
mials, ideals and varieties that will be used later in this article.
For a complete and detailed treatment of these topics we refer
the reader to [15].

Definition 2 (Monomial): A monomial in £q,...
product of the form

7€n is a

&Gy ©6)
where all of the exponents by, ..., b, are nonnegative integers.

The total degree of this monomial is the sum by + - -+ + b,,.
Usually, the notation is simplified by letting b = (by,...,b,)
be an n-tuple of nonnegative integers. Then, we write

=g ™

This definition seems futile. However, henceforth, Definition
2 is used to simplify the notation.

Definition 3 (Polynomial): A polynomial finé&q, ..., &, with
coefficients in a field K is a finite linear combination, with co-
efficients in <, of monomials. This can be written as

f = Z ab£b7
b

where the sum is over a finite number of n-tuples b =

a, €K (®)

(by,...,bn). The set of all polynomials in &;,...,&, with
coefficients in K is denoted K [¢1, ..., &)
It should be mentioned that K [{1, ..., &,] is a commutative

ring, because under addition and multiplication, it satisfies
all the field axioms except for the existence of multiplica-
tive inverses. For that reason, structures with the form of
K[, ..., &) are referred to as polynomial rings [15].

Definition 4 (Variety): Let K be a field, and let f1, ..., fs be
polynomials in K [¢1, . .., &,]. Then it is defined

V(~f17"'7.f5) :{(a17"'7an) EKn : f’:(a':l?""/an):O?

V1<i<s}. (9)
The region V(f1, ..., fs) is called the affine variety defined by
f17"'7fs~

Definition 5 (Ideal): A subset I C K[¢q,...
if it satisfies the following:

1) 0 e[

2) if f,g € I,then f + g € I,

3yiffelTandh € K[&,...,&], thenhf € 1.

,€n] 1s an ideal

Definition 6: Let f1, ..., fs be polynomials in K [{1, . . ., &a].
Then it is defined

Froeeo fo) = {th by by €K 6]

i=1
(10)

An important thing to notice and know is that {f1, ..., f) is an
ideal. This is written below, as a lemma taken from [15].

Lemma I: If f1,..., fs € K[&1,...,&)], then (f1,..., fs)

is an ideal of K [{1, . .., &,]. Commonly, (fi,..., fs) is called
the ideal generated by f1, ..., fs.
Proof: See [15, Ch. 1].

Finally in this subsection, we state the most important con-
ceptual tool used for determining the observability of the open-
loop nonlinear system.

Lemma 2: If fq,. ..
ideal in K[&y,...,&,], ie, (f1,-.., fs) =
V(fl?' . '7fs) = V(gl7 s 7gt)'

Proof: See [15, Ch. 1].

B. Grobner Bases

An important concept used in the rest of this article is the
one referred as Grobner bases. In difficult cases, the Grobner
bases method allows us to determine if a given polynomial be-
longs to a given ideal, and also to determine if two ideals, gen-
erated by two different sets of polynomials, are equal or not. In
general, the Grobner bases method is used to transform a poly-
nomial set F' € K[£1,...,&,] into a reduced polynomial set
G € K¢, .., &), such that both sets are equivalent in the
sense that both generate the same ideal, i.e., (F) = (G). The
new set G is called a Grobner basis. For a fixed polynomial or-
dering (in this report we use a lexicographic ordering [15]), the
Grobner basis of a polynomial set is unique. For further details
and for the algorithm see [15] and [16].

C. Determining the Observability of the Open-Loop System

In this subsection, using an adapted version of the method in
[8], we exemplify a way to determine if the nonlinear open-loop
system in (3)—(5) is observable according to Definition 1. The
method is based on Lemma 2 and on the concept of Grobner
bases described in the previous subsections. Obviously, in this
article, the signal of interest is the output ¢(¢) in (5), which de-
pends indirectly on ¢, and directly on the initial condition of the
system and on the sequence inputted to it. Thus, ¢(0, {) refers
to the output of the system at time O with initial condition &.
Clearly, ¢(t, &, U;) refers to the output of the system at time ¢,
with initial condition ¢ and sequence of inputs U;.

According to Definition 1, if it is possible to find two initial
states ¢ and 7 such that ¢ # 7 for which ¢(0,£) = #(0,7)
and ¢(¢,&,Uy) = ¢(t,n,U;) for t > 0, for each possible
sequence U;, then the system in (3)-(5) is not observ-
able. With this in mind, we construct a sequence of ideals
ey, ], t = 0,1,..., gener-
ated by the outputs of the system from O to ¢, assuming that
¢(07€) = ¢(0777) and ¢(t/£7 Ut) = ¢<t777, Ut) for ¢t > 0.
Then, if the logical conclusion is that the previous condition is
satisfied if and only if there exists a positive integer N such that
& = n for at least one possible sequence Uy, then the system
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is observable. This analysis can be done using the concept of
variety in Definition 4, as it is done in [8] for a different class
of polynomial nonlinear systems.

Notice that by construction Jy C J; C Jo C J3---. Also,
from [15], [17] and [8], we know that for the sequence of ideals
Ji, t > 0, for the class of polynomial systems considered
here, there exists a termination integer Nr such that Jy, =
JN;+1. This equality can be determined by using the concept of
Grobner bases described in the previous subsection. We denote
the Grobner basis associated to a generic ideal J; by Bg [.J3].
Also, notice that by Lemma 2, the variety V (Bg [J;]) is iden-
tical to the variety of the original set of polynomials that gener-
ates J;.

From the previous paragraph a natural method for deter-
mining observability emerges because if

V (Bg [Un, ) N {(Em) € £ my =0 an
then, the system is observable according to Definition 1. This
follows from noticing that (11) is equivalent to saying that { = 7
if and Only if ¢(07 77) = ¢(0, f) and ¢(t7 n, Ut) = ¢(t 67 Ut) for
0 < ¢t < N, for at least one possible sequence Uy,.. In fact,
if (11) is satisfied, & = » implies that ¢(0,7) = ¢(0,¢) and
o(t,m,Us) = ¢(t,&,Uy) for 0 < t < N, for each possible se-
quence Uy... Also, ¢(0,1) = ¢(0,€), &(t,n, Ur) = ¢(t, &, Us)
for 0 < t < Ny implies that { = 1), for almost any ar-
bitrarily chosen sequence Uy,.. In [8] it is suggested that in
order to determine if an expression with the form of (11) is
true or not, a logical decision problem can be formulated and
then solved using QEPCAD! [18]. Being QEPCAD an excel-
lent toolbox, it has the inconvenience that it only accepts in-
teger parameters. Fortunately, in the cases relevant for this work,
there exists a way around this issue. Notice, that if Bg [Jn,.] =

quently the system is observable. To show how the method can
be applied to our case, here, three examples are presented.

1) Example 1: First, we analyze a simple and easy case, that
nonetheless, allows us to extract some important conclusions.
Consider the system

[+ 1] - [o3n(0 +u0)]
] = Lot
o(t) =yi(t) +y3(t)

Then, considering an arbitrary sequence of inputs U; =
{u(0),u(1),...,u(t — 1)}, we have that for ¢t = 0

$(0) = #1(0) + 23(0)
which implies that

Quantifier Elimination by Partial Cylindrical Algebraic Decomposition.

and consequently, that the ideal Jo = (Pp) is generated by

Po={n} — & +n3 — &}

It is immediately clear that Bg [Jo] = {n} — & +n3 — &3}.
For t = 1, we have that

B(1) = 0.2522(0) 4+ 21(0)uy(0) + u3(0) + 0.2522(0)
+ 2(0)u2(0) + u3(0)

which implies that

¢(1,m,U1)—p(1,& Ur)=0.25n; —0.25¢7 40.2575 —0.25¢3
+ (1 —&1)u1(0)+ (n2—&2)u2(0)

and consequently, that the ideal .J; = (P;) is generated by

Pr={n} — & +n3 — €3;0.2507 — 0.25¢7 + 0.2513
—0.2565;m — &isme — & )

Using the function groebner in [19], it can be determined that
the Grobner basis associated to .J; is

Bg [(P1)] = {m — &u5m2 — &2} -

As explained before, this implies that N7 = 1, and therefore,
that the system considered in this example is observable ac-
cording to Definition 1.

Now, we look at the issue of empirically assessing how diffi-
cult it is to find an input sequence U; capable of distinguishing
between two different initial states. Consider the case 1 = 1,
& = —1,m = —1, & = 1. If we were to choose u1(0) = 0,
u2(0) = 0, these two initial states cannot be distinguished.
However, almost any other arbitrarily chosen input sequence
is capable of distinguishing these two different initial states.
To support this statement, 500 experiments were conducted in
MATLAB, in which U; was chosen at random using the function
randn. In all those 500 computer experiments, the resulting U
was capable of distinguishing between the two different states.
This strongly suggests that finding distinguishing inputs is not
a difficult task in this case. Also, that if an observer was to be
implemented, a biased input signal might be required, in order
to avoid zero-crossings as much as possible. Furthermore, it is
interesting to note that the states in this particular case cannot
be distinguished by signals with the form u;(0) = u2(0) € R.
The next example is used to suggest that, for some particular
states, it appears to be a connection between the minimizing
point y* = {y7,y5} of the surface ¥ (y1,y2) and the required
bias to be chosen for the input distinguishing signal. This is a
matter of further research, the topic will be addressed in a fu-
ture publication.

2) Example 2: Consider the same system than in Example 1,
but with

$(t) = y3(t) + 3 (t) + Bya(t) + 2y2(t).
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Then, skipping some steps already shown in Example 1, it fol-
lows that for £ = 0

$(0,1)—p(0,&)=n7 — & + 15 — & +3n1—3&1+2n2 -2,

and that

Jo) = {nf =& +n5 — & +3m — 36 +2m — 26}

For t = 1, we have that

$(1,m, Ur)— (1, €, U1)=0.2507 —0.25¢+0.25n3 —0.25¢3
—|—15’I71 — 1551 +’I72—52

+(m—&1)u1(0)+(n2 — &2)ua(0)

and consequently, that the ideal .J; = (P1) is generated by

Pr={nf — & +m3 — & + 31 — 3& + 2mp — 263
0.25nm7 — 0.2562 4+ 0.2572 — 0.2562 + 1.5 — 1.5¢;
+m—&ym —&uim—E& .

Using the function groebner in [19], it can be determined that
the Grobner basis associated to Jp is

0] ={m —&i;m2 — &}

Again, this implies that N = 1 and that the system is observ-
able according to Definition 1.

In this case, fornp; = 1,& = =1, 72 = —1.5, & = 1.5,
if we were to choose u1(0) = —3/2 and us(0) = —1, these
two states cannot be distinguished. Furthermore, they cannot be
distinguished by signals with the form u1(0) = (3/2)u2(0) €
R, which is the same that to say that these particular states are
indistinguishable by signals with the form «(0) = y*\, where
A € R and y* is the minimizing point of the surface 1 (y1, y2).
At this point, it is not obvious if this is a random coincidence or
the indication of a pattern. However, as in Example 1, this is an
interesting phenomenon because almost any vector generated at
random, as tested using MATLAB, is a distinguishing signal U; .
As mentioned before, this is an issue to be addressed by further
research in the future.

3) Example 3: This case is interesting because the models
used in this analysis are the ones obtained by system identi-
fication, according to the methods described in Section II. As
explained in [3], the LTI identified model P, depending on the
dynamics of the microelectromechanical mirror FSM 1 and on
the OPS, remains essentially the same regardless of the optical
configuration of the experimental setup in Figs. 1 and 2. How-
ever, the identified mapping ¢ depends greatly on the power
of the laser-beam, the characteristics of the beam splitter, the
incidenting angle of the laser-beam on the photodiode, and on
the electronic circuit used to feed the photodiode. Clearly, the
open-loop observability of the system depends not only on the
parameters of the identified plant P but also on the parameters
of 1. This suggests that in some optical configurations, even
slightly different to the one employed in the experiments pre-
sented in this paper, the resulting nonlinear system might not be
observable, according to Definition 1, though, this phenomenon

Bg [(P

has not been observed by these authors yet. Consider the system
formed by (3)—(5) with the identified matrices

r0.9869 —0.1592 0 0
Ap— | 01592 0.9868 0 0
0 0 0.9887 —0.1462

L0 0 0.1462  0.9886
- 1.6131 0
—1.5277 0

Bp = 0 1.9522
L0 —1.8469

Cp = [0.0522 0.0495 0 0
0 0  0.039 0.0375

and the identified parameters p; = 0.0201, po = 0.0342,
p12 = —0.0067, g = —0.0261, ¢o = 0.0148, and r = 0.4679.
In order to simplify the notation, we define a(t) = Cp, A},
’Y(t) = CPzA%’Z’ /B(t> = CPlAiIgl BPI’ and 6(t) = CP2A§32 BP2
for t > 0. Then, it is immediately obvious that

o) | 00 |+ gw e 1>ul<i>] 2

() Bz(g)} N tia(t - 1)u2(z')] 2
]+Z[3t—L—1 ul()]

” +§6(t—i— 1)1@(1’)]

=0

4’(0 =D

and consequently, the sequence of ideals .J;, assuming
¢(t,z(0) = n) = ¢(t,z(0) = &), t > 0 is formed as
follows.

For t = 0, the ideal Jy = (Py) is generated by the set P that
contains only the polynomial

Po = {Plal ( 51) + p1a3(0) (775 - 53)

(0)
+ 2p1a1(0)aa(0) (mime — €1&2) + p2v1(0) (3 — &3)
+ p2735(0) (n; — &) + 2pav1(0)v2(0) (n3ns — €3€4)

+ p1201(0)71(0) (m1ms — €1€3)

+ p1201(0)72(0) (m1ns — &164)

+ p1202(0)71(0) (m2m3 — §263)

+ p1202(0)72(0) (12774 — £264)

+ qr1(0) (m — &1) + qr2(0) (m2 — &2)
+ q271(0) (13 — &3) + q272(0) (na — &) }-

In this case, using the function groebner in [19], it can be deter-
mined that the Grébner basis Bg [.Jo] is one long polynomial.
For t = 1, the ideal .J; is generated by the set

P1 = {Po; pai(l) (nf - &7)
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+ 2prar(D)az(l) (mn2 — &1é2)

+p1a5(1) (3 — &) + p2ri(1) (05 — &3)

+ 2p2y1 (1)y2(1) (n3ma — 5354) + p273(1) (n3 — &)
+ pr2ar (1)y1(1) (mns — €1€3)

+ proar (1)y2(1) (mna — €1éa)

+ pr2az(1)71(1) (m2m3 — §263)

+ pr2aa(1)y2(1) (n2ns — &2€4)

+qraa (1) (n — &) + qraa(1) (n2 — &2)

+ 211 (1) (13 — &3) + q272(1) (n4 — &4) 5
2p18(0)ar (1) (m — &) + 2p18(0)az(1) (2 — &2)
+ p128(0)v1(1) (13 — &3) + p128(0)72(1) (N4 — £4) ;
2p26(0)71(1) (m3 — &3) + 2p26(0)72(1) (12 — &a)

1(1) (m 2(1) (n2 — &) }-

Using the function groebner in [19], it can be determined that
the Grobner basis Bg [J1] is composed of long polynomials and
that J; # Jo.

For ¢t = 2, the ideal .J5 is generated by the set

+ p126(0)a —&1) + p120(0)

Psy = {Pl, 1a1(2) ( )
+ 2pra1(2)az(2 )(7717]2 —&1&2)
+p105(2) (13 — &) + p2i(2) (05 — &3)
+ 2p271(2)72(2) (n3ma — E3€4) + pava (2) (n] — &)

(2)( )
+ pr2a1 (2)71(2) (mn3 — §1€3)
+ p12a1(2)72(2) (mma — €164)
+ pr22(2)71(2) (m2n3 — €263)
+ pr22(2)72(2) (m2na — &264)
+qen(2) (m — &) + qrez(2) (2 — &)
+ @71(2) (13 — &3) + @272(2) (na — &4) 5

(2 — &2)

2p1a1(2)B(1) (m — &1) + 2p1a2(2)B(1)

+ p1271(2)B(1) (13 — &3) + p1272(2)B(1) (14 — &4) 5

2p1a1(2)B(0) (m — &) + 2p1a2(2)B(0) (2 — &2)
)

+ p1271(2)5(0) (n3 — &3) + p1272(2)B(0) (s — &4) ;
2p2711(2)6(1) (ns — &3) + 2p272(2)6(1) (na — &a)

+ pr2a1(2)6(1) (m — &) + pr2a2(2)6(1) (n2 — &2)
2p271(2)6(0) (3 — &3) + 2p272(2)6(0) (14 — &4)

+ p1201(2)6(0) (m — &) + p1202(2)6(0) (m2 — &2) }-

Using the function groebner in [19], it can be determined that
the Grobner basis associated to .Js is

Bg [(P2)] = {m

As explained before, this implies that N = 2, and therefore,
that the system considered in this example is observable ac-
cording to Definition 1.

From this example it is possible to conclude that in general
the observability of a system with the form of (3)—(5) depends
on the identified matrices A,, B3,, and C), of the linear part of
the system and on the identified parameters p1, p2, p12, 1, and
g2 of the nonlinear static map of the system. This tells us that

—&isme —&ayms — &3 — &}

there exists a general criterion for determining the observability
of the system, which will be addressed in a future publication.

To the best of our knowledge, this is the first time that a
Grobner bases-based method is used to determine the observ-
ability of systems with the form given by (3)—(5), using the
MATLAB function groebner in [19]. The accuracy of the results
produced by this function depends on several tuning parame-
ters. Therefore, in order to facilitate the verification and repro-
ducibility of the results presented in the previous examples, the
generating polynomial sets are explicitly shown. It is important
to mention that most of the tedious algebra necessary to find the
generating polynomials has been omitted.

IV. REVIEW OF THE EXTENDED KALMAN FILTER

As mentioned before, for the class of nonlinear models
describing the optical system in Section II, there is not a known
direct natural connection between the general notion of observ-
ability in Definition 1 with the heuristic methods for designing
observers for nonlinear systems. However, as mentioned in
Section III based on the arguments in [7], the fact that the
system considered here, described in Example 3, is observable
according to Definition 1 suggests that the employment of an
observer, designed in a stochastic setting, is reasonable. Here,
we empirically investigate the feasibility of employing the
extended Kalman filter.

In general, a nonlinear dynamic system can be written as

a(t+1) = fa(t), w(t))
¢(t) = g(=(t), v(t))

where f and g are possibly nonlinear functions, and w and v are
stationary zero-mean white random processes with

12)
13)

w(t) wit) 17 [Zw 0
E| o) o(t) =10 %, 0| (14
:E(O) — Ty :E(O) — To 0 0 >

where Zo = F [2(0)].

Regardless of the model, the least-mean-squares predictor of
the state vector x(¢), based on the past observed outputs, and
the least-mean-squares estimator of the state vector xz(t), based
on the current and past observed outputs, at any particular time
instant ¢, are given by the conditional means [9], [10], [20], i.e.,

B(tlt—1) = E[a(6)|®(t - 1)]
@(t|t) = E [x(t)|2(1)]

{#(0), 0 <o <t—1} and O(t) =

15)
(16)

where ®(t — 1) =
{¢(0), 0 < o < t}.

Finding explicit formulas for (15) and (16) is almost always
very difficult. A heuristic approach to this problem is the EKF
[9], [10], which is based on linearizing the dynamics and output
functions at current estimate, and on propagating an approxima-
tion of the conditional expectation and covariance. The resulting
algorithm as presented in [9] is as follows.

Algorithm I (EKF): Consider the model (12)—(13) with con-
ditions (14). An approximate estimator for the state z(¢) can be
recursively computed as follows.
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s Initialization: #(0| — 1) = o, Xoj—1 = Xo.
* Linearize output function at v = Z(t|t — 1):

(=22 (a1l —1),0) a7
V= % (z(t|t —1),0) %, % (z(t|t — 1),0) ' (18)
* Update measurements based on linearization:
#(t[t) =2(tlt — 1) + rr (B(1) — g(&(t]t = 1),0))  (19)
Vit = Bje—1 — KeC¢pe—1 (20)
with
ke = Sieea (T (CSyppmn T+ V) @1)
« Linearize dynamics function at © = #(t[t):
4= (i, 0) 22)
W = % (Z(t]t), 0) Xu {% (z(t]t), 0)} T. (23)
e Update time based on linearization:
Bt +118) = F(a(218), 0) 24)
Y1) = AD AT + W (25)
o

Despite being a heuristic method, during the last three
decades, the EKF has received significant attention from
control theorists, who have studied the convergence and sta-
bility properties of the algorithm [21]-[25]. In particular, [22]
shows that the EKF is a quasi-local asymptotic observer for
discrete-time nonlinear systems. There, stochastic nonlinear
systems are assumed in the design of EKFs, intended to be used
as observers for a deterministic nonlinear systems. The analysis
presented in [22] establishes that the boundedness of the error
covariances, necessary for the convergence of the estimation
error, is achieved if an observability condition is satisfied on
the linearization of the nonlinear system along the estimated
trajectory. Additionally, in order to have convergence of the
estimation error, the nonlinear system has to satisfy a series
of assumptions, among them that the Euclidean norm of the
initial estimation error, |e,(0)| = |z(0) — Z(0| — 1)|, must be
bounded by specific quantities, which depend on the parameters
of the specific nonlinear system considered.

In practice, the theoretical conditions required for enforcing
the convergence or boundedness of the EKF’s estimation error,
commented in the previous paragraph, are impossible or ex-
tremely difficult to verify. Additionally to this, in general, EKF-
based observers do not satisfy the conditions required for guar-
anteeing the global asymptotic stability (GAS) of the estima-
tion error dynamics. Furthermore, the convergence and stability
analysis of closed-loop systems that rely on EKF-based ob-
servers remains an open problem. For these reasons, in this work
as in most industrial and experimental applications, the em-
ployed EKF-based observers are empirically tuned and tested.

V. IMPLEMENTATION OF THE OBSERVER IN OPEN-LOOP

In this section, we test the suitability of the EKF algorithm
for estimating the state x, and the output y of the linear part of
the system in open-loop. The system to consider is given by

a(t+1) = f(e(t), wp (1), u(t))

= Apx(t) + Bp’wp(t) + Bpu(t) (26)
with linear and nonlinear outputs y(t) and ¢(t) given by (4) and
(5), respectively. The matrices Ap, Bp, Cp and the parameters
for ¢(y1, y2) are the same as those in Example 3. As mentioned
in Sections Il and I1I, v(¢) € R is sensor noise, but in this section
for purposes of analysis and design it is assumed to be white sta-
tionary and zero-mean. A difference of this system with the one
considered in Section IIT is the inclusion of the term Bpwp(t).
Here, wp(t) € R? is an input disturbance to the system, which
can be thought of as an unknown deterministic, or, for purposes
of analysis and design, as a stochastic disturbance. In either case,
the new element Bpwp(t) would not change the observability
of the system, from an abstract viewpoint, since the analysis in
Example 3 would remain essentially unchanged if this new term
was to be included.

As explained before, observability according to Definition 1
does not guarantee that the EKF method, which is a heuristic
solution, would yield satisfactory results. In order to implement
and test the method, we assume that wp and v are stationary
zero-mean white random processes, and with the initial condi-
tion z(0), satisfy the condition in (14). Notice that since (26)
depends on u(t), its form is slightly different from the one of
(12). However, this will not modify the EKF design algorithm
significantly, because u(t) is known by the observer. Thus, the
only thing to change is the way in which the system state esti-
mate is time-updated, i.e., (24) is replaced by

Z(t+ 1) = f(z(t]¢),0,u(t)) = Apz(t|t) + Bpu(t). (27)

To complete the design, relations for , V', A, and W, ac-
cording to (17), (18), (22), and (23), are found. To begin with (,
consider matrices C7 and C5 defined as

Cy =Cp, = [Cn
Cy =Cp, = [Cn

C’12
022

Cis -]
Coz -]

(28)
(29)

where C1; is the +th entry of the row vector C; and CY; is the
ith entry of the row vector C5. Notice that in this case, a natural
partition of the vector state z(t) is {x1(t), x2(t)}, where z1(t)
and x5 (¢) are the vector states of Py and Ps, respectively. Thus,
defining

Y1(21(t)) = Crza(t), ha(wa(t)) = Cama(t)  (30)

it is immediately clear that

d(t) = prop? (21(t)) + pats (2(t)) + protha (w1 ()2 (22 (t))
+ qup1(z1(1)) + g2ep2(z2(t)) + 7 + (1) €1y
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Fig. 6. Open-loop experiment. Upper Plots: Output signals y; and y». Plots
in the Second Row: Estimates of outputs signals y; and y- using the extended
Kalman filter method, ¥, and ¢-, respectively. Plots in the Third Row: Estima-
tion errors e (t) = y1(t) — §1(¢) and e2(t) = y»(t) — §=(¢). Bottom Plots:
Close-ups of plots comparing y; with ¢, and comparing y> with g-.

and that
o¢
e 2p1C1ih1 + 1 Cri + p12C1iYe (32)
o
D2a 2p2Caith2 + q2C2; + p12C2i91 (33)
which implies that ¢, according to (17), is given by
(=[G ¢] (34

with
€1 = [2p11 (@1 (t]t — 1)) + q1 + prapa(21(t[t — 1))] Cp,
G2 = [2p292(22(t[t — 1)) + g2 + pr2h1(22(¢]t — 1))] Cp, .
Similarly, we obtain
V=%, A=Ap,

W = BpX,,BE (35)

1[0 5]
N 0 P
wl
O—2
wp,
O+——
— )
Uy 21
— 1 | K1 O R Observer | &
U2 0 K, 22 (EKF)

P1| P2

Fig. 7. Signals-and-systems block diagram idealization of the optical system
with proposed control scheme.

where ¥, = E{v(t)vT(t)} and £, = E{wp(t)wk(t)},
which completes the observer design.

When the EKF algorithm is implemented in the experiment,
the states of the physical system are unavailable for measure-
ment. However, a way to test the filter is to input white noise
to the open-loop plant and then compare the signals y; and o,
measured using the OPS, with the estimated signals 7, = C121
and yo = Cy4, respectively. Here, and in the rest of the paper,
Z1(t) = 21(t|t — 1) and £2(t) = £2(t]t — 1). The results from
such experiment are shown in Fig. 6. There, the upper plots show
the output signals y; and ys, the plots in the second row show
the estimates ¢; and 2, the plots in the third row show the esti-
mation errors e1(t) = y1(t) — 91 (t) and ea(t) = ya2(t) — g2(1),
and the bottom plots show close-ups of plots comparing y; with
91 and yo with ¢5. There are two important things to notice in
those results. The first one is that the output is biased with re-
spect to (0, 0) and with respect to y*, which is the result of the
biased input necessary for the filter to work satisfactorily. The
second is that for this kind of input, with significant high fre-
quency content, the filter yields an estimate close to the true
signal. This can be clearly seen in the bottom plots. Notice that
in some places, as at time ¢ = 14.22 s in the left plot, a small
phase shift between the measured and estimated signals appears,
which is reflected as spikes in the estimation errors. This phe-
nomenon is explained by the significant high frequency content
of the white signals used as inputs, and it does not mean that the
real-time estimation process is deficient for control purposes.

VI. OBSERVER-BASED CONTROLLER DESIGN

The proposed observer-based control scheme is depicted in
the idealized block diagram in Fig. 7, which shows the interac-
tion between all the subsystems involved. There, P; and P rep-
resent the discrete-time open-loop LTI systems corresponding
to the Axis 1 and Axis 2 of the actuator microelectromechanical
mirror, respectively. The systems K and K5 are LTI controllers
designed under the assumption that 2 = z; and 2, = z5. The
function 1) is the mapping from the 2-D position of the laser
beam spot on the OPS to the noise-free light intensity measure-
ment from the photodiode. The inputs to the observer are the
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inputs to P; and P» and the noisy light intensity measurement
¢. The outputs from the observer are estimates for the position
signals z; and z». The output disturbances d; and d, represent
the aggregated effects of all the disturbances injected to the op-
tical system by FSM 2 and possibly by the shaker. Similarly,
the signal v represents the aggregated effects of physical sensor
noise in the photodiode and mismatch between the true and ide-
alized mappings . Finally, p; and po are position references
generated inside the digital signal processor.

The observer design assumes the stable LTI disturbance
models

dl = Dle1 5 d2 = D2'LUD2 (36)

where wp, and wp, are stationary zero-mean white random
processes. The models D and D, can be identified accurately,
as in [3], or they can be chosen according to a priori informa-
tion. Notice that the parameters defining the filters D¢ and D
will become design parameters of the observer, and therefore,
an exact knowledge of D; and D, will not be needed in prac-
tice. Also for purposes of design, v is assumed to be stationary,
zero-mean and white, and the mapping 1) is considered to be a
quadratic function of z = d + y, i.e.,

(21, 22) = p121 + p2zs + p12z122 + 21 + ez + 1. (37)

Thus, considering Fig. 7, (36) and (37) the augmented open-
loop nonlinear model to be employed in the design of the ob-
server is given by

2(t+1) = (), w(t), u(t) = Agar(t) + Byw(t) + Byu(?)

(38)
_ 2@ _
2(t) = |:22(t)} = Cya(t), (39)
P(t) =9(21(t), z2()) + () (40)
where
Ap, 0 0 0
0 Ap, 0 0
Ado=119 o Ap, 0
0 0 0 Ap,
Bp, 0 0 0
. . 0 Bp, 0 0
Bo=Bu=1 4 o B, o0
0O 0 0 Bp,
| Cp, Cp, 0 0
Co 0 0 Cp OCp,

The sets of matrices {Ap,,Bp,,Cp}, {Ap,,Bp,,Cp,},
{Ap,,Bp,,Cp,}, and {Ap,,Bp,,Cp,} define state-space
realizations for the systems P, P», D1, and D5, respectively.
The signals w(t) and u(t) are formed as

wPl(t) ul(t)
w(t) = Ziéf; Cou(t) = uzo(t) (1)
wDQ(t) 0

where wp, and wp, are stationary zero-mean white random pro-
cesses, inputs to P; and P», respectively. Similar to wp, and
wp,, wp,, and wp, are assumed for design purposes, but those

are not necessarily true signals driving the system. The signals
u1 and ug are deterministic known signals generated inside the
digital signal processor, using controller K.

Notice that, as in the previous section, since (38) depends
on u(t), the form of (38) is slightly different from the form of
(12). However, this will not modify the EKF design algorithm
significantly, because u(t) is known by the observer. Then, the
system state estimate is time-updated as

Z(t + 1)t) = f(2(t]t),0,u(t)) = Ap&(t|t) + Buu(t). (42)
Relations for {, V, A, and W are found according to (17),
(18), (22), and (23). Similarly, to the case described in the pre-

vious section, ¢ is computed as follows. First, matrices C'; and
(5 are formed as

Ci=[Cp, Cp,]=[Cn Cip Ciz ---] (43
Co=[Cp, Cp,]=[Cn Cpn Co3 -] (44

where C'; is the ith entry of the row vector C and Cy; is the ith
entry of the row vector C. Also, the state-vector is partitioned

as
1(t)
z(t) =
=0

according the dimensions of C; and C', i.e., 1 (t) has the same
number of elements as Cy and x(t) has the same number of
elements as C5. Notice that in this case, 21 (¢) and x2(¢) do not
correspond to the state vectors of P; and P», respectively, as in
the open-loop case considered in Section V.

Now, with these definitions in mind, the steps in (30) to (33)
can be repeated, which according to (17) yields

(=[¢ (]

(45)

(46)
with

G = 2p1r (21 (tt — 1)) + g1 + prop2(E1 (¢t — 1))] C4

Co = [2p2tp2(Z2(t]t — 1)) + g2 + prahr (22(t]t — 1))] Ca.

Also, it can be shown that

V=23, A= Ay, W = B,YwBL @7

which completes the augmented observer design to be imple-
mented in the closed-loop in Fig. 7. Consistently with the nota-
tion in Section V, here

A(t) = {Z(t)} = Cya(tlt —1). (48)

VII. CLOSED-LOOP EXPERIMENTS

A. Description of the Experiments

A photodiode is a semiconductor light sensor that generates a
current or voltage when its P-N junction is illuminated by light,
making possible the detection of intensity of light [11]. In the ex-
periment described here, a HAMAMATSU S6468 photodiode,
connected in the basic form, is utilized to generate a voltage
related by a linear function with negative slope to intensity of
light. Since the slope of the linear relation is negative, when
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Estimated Mapping
Data
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Fig. 8. Estimated static mapping %(z1, z2), computed using the minimum
least-squares algorithm, employing 450 000 data samples. The plot also shows
some of the data samples used in the estimation.

the light intensity increases the photodiode output voltage de-
creases. Thus, if no light is incidenting the photodiode sensor
surface, the voltage output is a positive number greater than
zero. Conversely, if the amount of light illuminating the photo-
diode sensor surface is too large, the sensor saturates and the
voltage output is equal to zero. In the experiments described
here, the maximum intensity is measured when the center of
the laser-beam spot is centered on the center of the photodiode
center. In order for the proposed scheme to work, the maximum
measured intensity must correspond to a positive voltage sensor
output. Specifically, saturation is intentionally avoided by fil-
tering part of the light incidenting the photodiode sensor. This
is achieved simultaneously when the laser beam is split using
an Edmund NT47-127 beam splitter, designed for lasers with
wavelengths of 632.8 nm, like the one used here. Thus, for the
specific configuration described in Section II, the measurement
range is [0.4470, 0.8157] V.

With the previous facts in mind, in this work we ignore the
unit transformation, and therefore, the control implementation
and the data analysis are conducted using units of voltage.
Notice that by using the photodiode sensor voltage output
for feedback, the mapping 1) becomes a convex function, and
consequently, the optimal operation point is the closest point
in the surface determined by % to the plane {z; = 0, zo = 0}.
An estimate of the mapping 1(z1, z2) computed using the min-
imum least-squares method, employing 450 000 data samples,
is shown in Fig. 8.

There are some important things to notice about the identified
convex mapping v (z1, z2). Having it the form of (37) and being
it convex, it follows that the minimizing point {27, 23 } satisfies
the conditions

81/}(2 1 22)

971 (49)

=2p121 +pr2za+q =0

0Y(z1, 2
y =2z P21+ a2 = 0. (50)
Z2
Therefore, it is immediately obvious that
21 o1 p2]” [a
1 1 P12 1
VN =- . 51
LJ [plz 21’2} [fh] Gb
From that, we define
¢* =" =(27,25) = p(27,25,v = 0). (52)

In the identified system considered in this paper z; = 0.6230,
z5 = —0.1553, and ¢* = 0.4586. It is important to state that
these three values are very important in the experiments pre-
sented here. First, notice that if the output from the OPS was
exactly z] and z3, then theoretically in the absence of sensor
noise, for that specific optical configuration the output ¢ from
the photodiode sensor would be exactly the minimum possible
value ¢*, which obviously, in the absence of sensor noise and
modeling errors, should coincide with the lower bound of the
photodiode sensor output, for the specific configuration con-
sidered here. Therefore, two ways of measuring the proposed
controller performance naturally emerge: one based on the dif-
ference between ¢(t) and ¢*, measured in volts, and another
based on the distance from the point {21 (t), 22(¢)} to the point
{#}, 23 }, measured in millimeters. For these reasons, in the next
subsection the performance indices employed are functions of
the variables just described.

Another fact about z* is that in all the experi-
ments described here, it was observed that the position
{27 = 0.6230, z; = —0.1553} is not achievable using the
control scheme proposed in Fig. 7. This is because the
observer fails in estimating the laser-spot position when this
is exactly over the optimal point {z},23}. As shown in the
experiments in the next subsection, this issue is resolved by
setting references p; and p» biased with respect to the optimal
point z*, in this case {p1(t) = 0, p2(t) = 0}, V ¢. Notice that
{p1(t) = 0,p2(t) =0}, V t does not imply that the signal
u is 0, since w is the output from the controller K. It can be
speculated that the reason for the observer to fail when p = z*
is that in this case there is a relationship between distinguishing
signals and z*, similar to what is observed in the open-loop
cases of Examples 1 and 2, however this is a matter of further
research.

B. Experimental Results

In this section, we show the results from four experiments,
and through them, we explain in which cases the approach pro-
posed here is feasible, and demonstrate its potentials and limita-
tions. An important thing to notice is that the bandwidths of the
LTT sensitivity transfer functions in Fig. 3 are approximately 224
and 233 Hz, for channels 1 and 2, respectively. This establishes a
hard constraint over the performance of the observer-based con-
troller, since no matter how accurate the estimates of the system
states are, the performance achieved by the intensity-based con-
troller could never surpass the LTI performance achievable by
the controller K in Fig. 4, using the biaxial OPSs.
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Fig. 9. Closed-loop experimental Case 1. Upper Plot: Time series of photo-
diode output ¢. Middle Plot: Time series of positions signals z1, z2. Bottom
Plot: PSDs of zq, z5.

In the first case studied (Case 1 in Figs. 9 and 10), the distur-
bance to channel 1 has a spectrum of wide low-frequency con-
tent on the range [0, 70] Hz. The disturbance inputted to channel
2 has a spectrum composed of three narrowband disturbances.
The results show that the proposed control scheme is capable
of rejecting disturbances on the range [0, 200] Hz. The power
spectral densities (PSDs) in Fig. 9 demonstrate that in channel
1 the disturbance band is attenuated by 20 dB, and the first two
narrow-bands of the disturbance of channel 2 are attenuated by
10 and 20 dB, approximately. The third peak, over 200 Hz, how-
ever, is not rejected. This behavior is expected from the shape
of the sensitivity functions in Fig. 3.

What is particular to the experiments presented here is that,
in closed-loop, the spectrum of channel 2 is projected on the
spectrum of channel 1, and in a lesser degree, the spectrum
of channel 1 is projected on the spectrum of channel 2. This
phenomenon indicates that there exists cross interference intro-
duced by the light-intensity sensor that cannot be completely
decoupled by the observer. This implies that there is a funda-
mental limitation on the achievable performance of the proposed
control scheme, because coincidental wide-band disturbances in
channels 1 and 2 would interfere with each other, making a sig-
nificant rejection extremely difficult. This is a matter of further
research.

As a direct consequence of the disturbance rejection
in each channel, the average value of the photodiode

Histograms of ¢ Position (z,, z,)
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Fig. 10. Closed-loop experimental Case 1. Left Plot: Histograms of photodiode
output ¢. The samples are measured in volts. Right Plot: 2-D position of the
laser-beam spot on the OPS.

output is significantly closer to the optimal value ¢*, de-
spite the fact that {p1(t) =0,p2(t) =0}, V ¢ and not
{p1(t) = 2§, p2(t) = 25}, V t. This can be observed in the
time series of the upper plot in Fig. 9, and in the histogram of
Fig. 10. Also in Fig. 10, a 2-D plot shows the position of the
center of the laser spot on the OPS, {z1(t), z2(¢)}, of 4,000
samples, in open-loop (blue) and closed-loop (red). Notice that
the attenuation observable in the signal ¢ appears to be more
significant than the attenuation in signals z; and z,. This phe-
nomenon is explained by the shape of the nonlinear mapping ).
Notice, that the surface of the paraboloid in Fig. 8 is almost flat
around the optimal point {z], 25}, marked with a green square
on the left plot of Fig. 10. Exactly the same comment can be
made in reference to Figs. 12, 14, and 16, corresponding to
Cases 2, 3, and 4 to be discussed in the following paragraphs.

Case 2 in Figs. 11 and 12 shows that two narrow-banded
disturbances, in channels 1 and 2, respectively, on similar fre-
quency ranges, can be effectively rejected. Similarly, Figs. 13
and 14 show Case 3, in which two wide-banded, relative to
the bandwidth of the sensitivity function in Fig. 3, disturbances
are inputted to channels 1 and 2, respectively. The frequency
band of the disturbance in channel 1 is [10, 60] Hz, and the
frequency band of the disturbance in channel 2 is [120, 160]
Hz. Despite being wide-banded, these disturbances can be ef-
fectively attenuated. Notice that as in the previous cases, the
spectrums of the disturbances inputted to channels 1 and 2 are
cross projected onto channels 2 and 1, respectively. Therefore,
the significant disturbance rejection is explained by the facts that
the corresponding frequency bands are located inside the sensi-
tivity functions’ ranges of rejection, and that both bands do not
overlap.

In Figs. 15 and 16, we show a case in which the two distur-
bance sequences inputted to the system have narrow frequency
bands that overlap completely on the range [180, 190] Hz. In
real-life implementations, this disturbance profile could be the
result of mechanical vibrations, for example. In order to make
the experiment more realistic, additionally to the overlapping
frequency bands, the rest of the spectrum profile is very sim-
ilar to the one in Case 3. The results show that the controller
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Fig. 12. Closed-loop experimental Case 2. Left Plot: Histograms of photodiode
output ¢. The samples are measured in volts. Right Plot: 2-D position of the
laser-beam spot on the OPS.

scheme is capable of significantly attenuating the disturbances
affecting both channels. In this case, what is interesting to no-
tice is that the overlapping frequency bands are noticeably at-
tenuated, however, not as much as in the cases in which the
frequency bands do not overlap. This is explained by the cross
interference between both channels, already commented in ref-
erence to Cases 1, 2, and 3.

Tables I and IT summarize the results obtained from the exper-
iments perviously described. The time-series can be evaluated
using the empirical standard deviation (std in MATLAB), which
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Fig. 13. Closed-loop experimental Case 3. Upper Plot: Time series of photo-
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are denoted by o,, 0.,, and o4, shown in Table I. However,
the standard deviation is not a completely adequate performance
index when evaluating the diode output ¢, because the control
objective is to concentrate the laser-beam power on a region of
the OPS as small as possible. For this case, we define the index

; 16() — 6]

€p = , (53)
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where the integer IV, is the length of the sequence ¢ and ¢* is
the optimal value of the diode output voltage. Notice, that since
(i) > ¢*, Vi, it follows that

N

¢ Ny
-—21 (p(i) — ¢*) ; (1)
€= — N, = Z_N(,) — Q" =y — 9" (54)

where 14 is the empirical mean of the sequence ¢. Thus,
the indices p, and €, are absolutely equivalent, because for

TABLE I
EMPIRICAL STANDARD DEVIATIONS OF EXPERIMENTAL CASES USING 100 000
DATA POINTS, IN OPEN-LOOP (OL) AND IN CLOSED-LooP (CL)

case | 0z; OL o0, CL 0., OL 0;, CL 04 OL 04 CL

1 0.5950 0.1686 0.5473 0.1726 0.0254  0.0049

2 0.6274 0.1578 0.6179 0.1895 0.0294  0.0045

3 0.5521 0.1774 0.5684 0.1512 0.0242  0.0046

4 0.5712 0.1518 0.5784 0.2305 0.0253  0.0058
TABLE II

VALUES OF INDEX €, FOR FOUR EXPERIMENTAL CASES USING 100 000 DATA
POINTS, IN OPEN-LOOP (OL) AND IN CLOSED-LOOP (CL), AND VALUES OF
Rc /oL FOR THE SAME FOUR CASES

case | €oop oo Rerjor = €scr /€01
1 0.0266  0.0101 0.3797
2 0.0303  0.0108 0.3564
3 0.0265 0.0105 0.3962
4 0.0273  0.0115 0.4212

a given configuration, ¢* remains fixed. However, for ana-
lyzing the results, €4 is more convenient because it takes more
meaningful values, considering the measurement range of the
photodiode sensor. The values that this index take, in open-
and in closed-loop, for the four cases previously described are
shown in Table II. Also, with the previous in mind we define

oo

dorL

Rerjor = (55)

which can be interpreted as the improvement ratio of €4 due
to the use of light-intensity-based feedback control. Obviously,
€po, and €4, are the values of €, in closed- and open-loop,
respectively. It is important to state that significantly better per-
formances could have been obtained with the use of OPSs for
feedback control. For example, see [2] and [3].

The experimental data shown in Figs. 9—16, and Tables I and
IT allow us to extract some important conclusions. It is obvious
that there are innumerable applications in which the proposed
approach is adequate. However, we would like to state some of
its limitations and issues that are still matter of research. First,
as stated before, the scheme in Fig. 7 is heuristic and there is
no guarantee that it would be suitable in every case. Specifi-
cally, it is important to notice that this scheme depends on the
identification of disturbance models D1, D5, and the static map-
ping . Then, clearly if the disturbances affecting the system
are time-varying, the proposed scheme would fail because the
augmented system given by (38)—(40) is directly determined by
the statistical information of disturbances d; and ds. Second,
as seen in experimental case 4 (Figs. 15 and 16), the observed
cross projection between the PSDs of channels 1 and 2 signifi-
cantly decreases the achievable performance results, evidenced
in the last row of Table II. Third, it has been observed experi-
mentally that tuning the initial conditions of the observer is dif-
ficult, in the sense that they should be chosen relatively close to
the true values, in order to avoid instability. This phenomenon
is consistent with the convergence and stability properties ex-
hibit by EKF-based observers [21]-[25]. Our philosophy is that
these current limitations are matter of further research and they
do not necessarily imply fundamental limitations of the chosen
approach.
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VIII. CONCLUSION

This paper presented an investigation of the issue of steering a
laser beam using only light intensity for feedback. Commonly,
in order to steer laser beams, which are subjected to dynamic
disturbances, biaxial coordinate sensors are required. In field ap-
plications, the position of a laser beam spot on an object can be
measured, or estimated, using cameras. In optical experimental
laboratory setups, the position of laser beam spots are measured
using OPSs, like the one described in Section II and references
therein. In the investigation presented in this paper, an optical
feedback-controlled optical path is designed, in which the signal
used for control is light intensity, measured using a single pho-
todiode sensor. The path is actuated using microelectromechan-
ical steering mirrors, and a standard OPS is used for system
identification and for signal monitoring, but not for control. The
problem that arises from this experiment is of great interest, be-
cause its solution has immediate application to optical commu-
nications and should have future application to laser surgery.
In optical communications applications, typically, OPSs are un-
available for measuring the position of a laser beam on a remote
target or receiver, and only an optical intensity or temperature
measurement at a fixed location is available for feedback control
to regulate the position of the laser. In surgery applications the
use of OPSs is impractical, for obvious reasons. In this article,
we showed that the resulting optical system can be modeled as
a nonlinear Wiener-Hammerstein polynomial system, and then,
we proposed an observer-based control scheme. This approach
motivated two research lines that were addressed independently
in the article. The first explored the issue of multiple-experi-
ment observability of the nonlinear optical system. The second
explored the possibility of employing the EKF algorithm as a
base for designing an observer for the chosen control scheme.
Compelling results on both issues were presented here, through
analyses and experiments, respectively. However, it is neces-
sary to state that many issues remain matter of further research.
For example, the EKF is a heuristic solution and there is not a
direct connection between general notions of observability for
nonlinear systems and the algorithm.
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